
Library for the Research Institutes within the ETH Domain: Eawag, Empa, PSI & WSL 1

Lib4RI Training Series: Module 8a –

AI Made Easy: A Beginner‘s Toolkit for 

Streamlining Your Projects

Srping 2025

Dr. Corin Otesteanu



Library for the Research Institutes within the ETH Domain: Eawag, Empa, PSI & WSL

Table of Contents

2

1. Introduction

2. Convolutional neural networks

• How CNNs work

• Convolution filters

• Visual (interactive) explanation

• Applications

3. Large-language models

• How LLMs work

• Visual (interactive) explanation

• Current models

• Applications

• Local use

• Pros and cons

4. Conclusion



Library for the Research Institutes within the ETH Domain: Eawag, Empa, PSI & WSL 3

Introduction
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What is Artificial Intelligence?

• AI is a technology that enables computers to mimic human intelligence

• Key components:

- Machine Learning: Systems that learn from data

- Deep Learning: Advanced ML using neural networks

- Natural Language Processing: Understanding human language

• AI systems can:

- Recognize patterns

- Make decisions

- Generate content

- Solve complex problems
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How AI Models Work

1. Training Phase:

• Models learn from vast amounts of data

• Identify patterns and relationships

• Adjust internal parameters

2. Inference Phase:

• Apply learned patterns to new data

• Generate predictions or outputs

• Continuous improvement possible
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Generative AI: The Creative Side

Types of Generative AI:

• Text Generation (LLMs)

- ChatGPT, Claude, Bard

• Image Generation

- DALL-E, Midjourney, Stable Diffusion

• Code Generation

- GitHub Copilot, Amazon CodeWhisperer

• Audio/Music Generation

- Mubert, OpenAI Jukebox
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Artificial Intelligence

 AI refers to machines mimicking human intelligence

 To perform tasks such as

 Recognizing and understanding images

 Understanding language 

 Reasoning and making decisions

 Machine Learning (ML): computer systems that learn from data, without following 

explicit instructions

 Deep Learning (DL): a subset of ML, focusing on neural networks

 Generative AI: systems that create new data from learned patterns
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ML vs. DL
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https://theresanaiforthat.com/

 Database with latest AI tools

10
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Exercise

Go to ChatGPT and prompt the following:

 Prompt: Act as an expert in [your field of expertise]. Do a literature online search 

to find what are the latest developments in the field of [specific area in yout field 

of expertise] and the research gaps in the area? Next propose novel research 

ideas, thinking about the following steps: importance, impact and implementation 

feasibility. Finally list the 3 most promising areas of research

 Rate the promising research areas on a scale from 1-10

11
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Convolutional Neural Networks (CNNs)
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Convolutional Neural Networks (CNNs)

 a class of deep neural networks, primarily used for analyzing visual imagery

 utilize convolutional layers to detect features in images

 capable of learning complex patterns in large amounts of data

 fundamental building blocks in many modern deep learning architectures
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How CNNs work

 Input layer: receives raw pixel values

 Convolutional layers: apply filters to detect features

 Activation functions: introduce nonlinearity 

 Pooling layers: reduce spatial dimensions

 Fully connected layers: combine features for final output

Naranjo-Torres, J.; Mora, M.; Hernández-García, R.; Barrientos, R.J.; Fredes, C.; Valenzuela, A. A Review of Convolutional Neural Network Applied to Fruit Image Processing. Appl. Sci. 2020, 10, 3443. 

https://doi.org/10.3390/app10103443
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How CNNs work

 Input layer: receives raw pixel values

 Convolutional layers: apply filters to detect features

 Activation functions: introduce nonlinearity 

 Pooling layers: reduce spatial dimensions

 Fully connected layers: combine features for final output

 Loss calculation: compare output with expected result

 Backpropagation: compute the gradient of the loss function with respect to each 
weight (filter), indicating the direction and magnitude of updates to minimize error

 Optimization: update parameters using algorithms like gradient descent until 
convergence
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CNN explainer 

16

Wang, Zijie J., et al. "CNN explainer: learning convolutional neural networks with interactive visualization." IEEE Transactions on Visualization and Computer Graphics 27.2 (2020): 

1396-1406.

https://poloclub.github.io/cnn-explainer/

https://poloclub.github.io/cnn-explainer/
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CNNs applications

 Image classification

 Object detection

 Facial recognition

 Image segmentation

 Image captioning 
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Example of CNN application: image segmentation

 Image segmentation is a technique that divides an image into multiple regions, 

where each pixel in a region shares similar characteristics

 often domain specific

 Meta created the Segment Anything Model

 domain agnostic

 SAM2 can also be applied to video in addition to image data to segment regions 

on interest
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Example: Meta SAM2

Try it yourself: 

https://huggingface.co/spaces/wondervictor/evf-sam2

https://huggingface.co/spaces/wondervictor/evf-sam2
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Example: Meta SAM2

21
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Comparison with ChatGPT

22

The bounding box coordinates for the segmented cell are 

(x=0, y=0, width=200, height=166). However, this seems 

to include the entire image rather than just the cell. Let me 

refine the segmentation to ensure the bounding box tightly 

surrounds the cell.

The bounding box coordinates for the 

segmented cell in this image are (x=60, 

y=3, width=74, height=71). 

The refined bounding box coordinates 

for the segmented cell are (x=66, y=86, 

width=62, height=62).
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Large language models (LLMs)
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Large language models (LLMs)

 AI models trained on vast amounts of text data to understand and generate 

human-like text

 Massive scale (billions of parameters)

 Self-supervised learning on diverse text corpora

 Ability to perform multiple tasks sometimes without specific training

 Text generation and summarization

 Question answering

 Language translation

 Conversational AI and chatbots
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How Large are LLMs?

 LLaMa 3.1 405B has 405 billion parameters 

 Training the Llama 3.1 405B model required over 16,000 NVIDIA H100 GPUs

 More than 30 million GPU hours (~80 days)
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How LLMs work

 Tokenization

 LLMs process text by breaking it down into tokens, which can be whole words or parts of 

words

 Embeddings

 each token is converted into a dense vector representation

 these embeddings capture semantic and syntactic properties of the token

 similar tokens placed closer together in a high-dimensional space

 Transformer backbone (Attention Mechanism)

 LLMs use attention to understand the relationships between words in a sentence

 Training Objective

 LLMs are trained on large datasets to predict the next word in a sequence, to generate a 

coherent plausible text

27
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LLMs explained

28

Cho, Aeree, et al. "Transformer Explainer: Interactive Learning of Text-Generative Models." arXiv preprint arXiv:2408.04619 (2024).

https://poloclub.github.io/transformer-explainer/

https://poloclub.github.io/transformer-explainer/
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Large language models overview

29

Model Name Image Generation Internet Access Reasoning File Upload Context Window Data Privacy Price Deployment

ChatGPT Yes Yes Yes
text, pdf, 

images
128,000 tokens opt out available free $20/month Cloud

Grok3 Yes Yes Yes
text, pdf, 

images
128,000 tokens opt out available free $30/month Cloud

DeepSeek No Yes Yes
text, pdf, text 

from images
128,000 tokens No free, API-based Cloud

Llama 3 No No No text 128,000 tokens Yes free Local

Gemini 2.0 Yes Yes Yes
text, pdf, 

images
2 million tokens No free, $20/month Cloud

Claude 3.7 No No Only for premium
text, pdf, 

images
200,000 tokens

Yes, except for 

feedback
free, $20/month Cloud

Copilot Yes Yes Yes
text, pdf, 

images
128,000 tokens No free, $20/month Cloud

Copilot 

Entreprise
Yes Yes No text, pdf 128,000 tokens Yes free, $25/month Cloud
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Large language models performance comparison

30

https://artificialanalysis.ai/ , accessed 11/03/2025

https://artificialanalysis.ai/
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Large language models performance comparison

31

Chiang W, Zheng L, Sheng Y, et al. Chatbot Arena: An Open Platform for Evaluating LLMs by Human Preference. arXiv. 2024;2403.04132
https://lmarena.ai/?leaderboard, accessed 11/03/2025

https://lmarena.ai/?leaderboard
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Large language models performance - language

32

Chiang W, Zheng L, Sheng Y, et al. Chatbot Arena: An Open Platform for Evaluating LLMs by Human Preference. arXiv. 2024;2403.04132
https://lmarena.ai/?leaderboard, accessed 11/03/2025

https://lmarena.ai/?leaderboard
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Example: Creating a GUI app

Prompt

 Make a streamlit app. The app should have three figures that plots three time signals. A 

fourth figure should show the spectrum of the summed up time signals. There should be 

sliders that adjust the amplitude of each signal from 0 to 10 and the freqeuncy of the 

signals from 0.1 to 50 Hz. The scale of the plots should be fixed to 10
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Example: Creating a GUI app
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Example: Solving electric circuit problem

Prompt: For the circuit show below find the current 
and voltage for each of the five resistors. 

Response:

 To find the current and voltage for each resistor in 
the given circuit, we can follow these steps: 

1. Determine the total resistance of the circuit. 

2. Calculate the total current supplied by the voltage 
source. 

3. Find the voltage drop across each resistor using 
Ohm's Law. 

4. Calculate the current through each resistor. 

 Here's how we can do this step-by-step: […]

35
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Example: Solving electric circuit problem

Summary 

 Current through R1R_1R1 : 0.357A0.357 A0.357A 

 Voltage across R1R_1R1 : 3.57V3.57 V3.57V 

 Current through R2R_2R2 : 0.286A0.286 A0.286A 

 Voltage across R2R_2R2 : 1.43V1.43 V1.43V 

 Current through R3R_3R3 : 0.0715A0.0715 A0.0715A 

 Voltage across R3R_3R3 : 1.32V1.32 V1.32V 

 Current through R4R_4R4 : 0.055A0.055 A0.055A 

 Voltage across R4R_4R4 : 0.11V0.11 V0.11V 

 Current through R5R_5R5 : 0.0183A0.0183 A0.0183A 

 Voltage across R5R_5R5 : 0.11V0.11 V0.11V 

 This approach involves simplifying the circuit step-by-step and applying Ohm's Law and Kirchhoff's 
Laws to find the desired currents and voltages. 

36
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Example: Optical character recognition

 Screen capture from a youtube video

 Prompt: Convert this image to text. for each bullet point provide an equation 

 Response
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Optical character recognition - example

 Inter Beat Interval (IBI): $\text{IBI} = Peak_n - Peak_{n-1}$

 High Frequency (HF): $\text{HF Power} = \text{DFT}(0.15 - 0.4 \text{ Hz})$

 Low Frequency (LF): $\text{LF Power} = \text{DFT}(0.04 - 0.15 \text{ Hz})$

 VLF Power: $\text{VLF Power} = \text{DFT}(0.015 - 0.04 \text{ Hz})$

 RMSSD: $\text{RMSSD} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N-1} (IBI_i - IBI_{i+1})^2}$

 pNN50: $\text{pNN50} = \frac{\text{Number of } |IBI_i - IBI_{i+1}| > 50 \text{ ms}}{\text{Total Number of IBIs}} \times 100\%$

 Delta IBIs: $\Delta \text{IBI}_i = IBI_i - IBI_{i-1}$

 Mean Heart Rate: $\text{Mean HR} = \frac{60}{\text{Mean IBI}}$

 90th Percentile Heart Rate: $\text{HR}_{90} = \text{Percentile}(HR, 90)$

 10th Percentile Heart Rate: $\text{HR}_{10} = \text{Percentile}(HR, 10)$
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Optical character recognition - example

 Screen capture from a youtube video

 Prompt: Convert this image to text. for each bulletpoint provide an equation. 

Make it for a latex presentation.
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Optical character recognition - example
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Optical character recognition – example 2

 Prompt: transcribe this romanian text from a newspaper

41
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Writing social media posts

 write a post for LinkedIn based on the information given in this article. 

 Make it catchy and visually appealing: https://ethz.ch/en/news-and-events/eth-

news/news/2025/01/four-snsf-advanced-grants-go-to-eth-zurich-researchers.html

42

https://ethz.ch/en/news-and-events/eth-news/news/2025/01/four-snsf-advanced-grants-go-to-eth-zurich-researchers.html
https://ethz.ch/en/news-and-events/eth-news/news/2025/01/four-snsf-advanced-grants-go-to-eth-zurich-researchers.html
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Where LLMs excel

 Conversations (chatbot, customer service, etc)

 Writing in a certain style

 Translations

 Correcting grammar

 Summarization

 Brainstorming (limited)

 Coding (limited)

43
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LLM limitations and downsides

Can produce factually incorrect results

 biases

 hallucinations (fabricated responses)

 invented facts

 fictitious citations

 incorrect explanations

 non-existent entities

 Limited-to-moderate reasoning capabilities (as 
of now)

 lack of knowledge

 knowledge cutoff

 lack of domain specific knowledge

 generated text might constitute plagiarism 

44

Causes

 biased training data

 model architecture

 generate novel ideas, styles, genres

 propose valuable hypotheses

 (unknown) errors

 known factual errors

 model architecture

 limited and outdated training data

 training data and prompting
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LLM limitations and downsides

45

 LLMs process text using tokens, not characters.

 Tokens can be single characters or entire words.

 Tokenization makes direct character counting difficult for LLMs.

 Workaround: ask AI to use programming language to count the characters to generate 

correct result
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Minimizing LLM inaccuracies - prompting

Prompt: specific input or instruction to a language model to generate a desired 

output

Good practice for prompt design

 Be specific and clear in the task you want done

 Break down complex tasks in simpler tasks

 Provide constraints

 E.g. 3 bulletpoints, one paragraph, etc

 Style

 formal, informal

 academic, journalistic, creative

 After output, iterate, refine prompts

46

https://docs.anthropic.com/en/docs/build-with-

claude/prompt-engineering/overview
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Minimizing LLM inaccuracies - prompting

Prompt: specific input or instruction to a language model to generate a desired 

output

Good practice identifying factually incorrect results

 Prompt for alternative point of view

 Ask for the references

 Ask for positive or negative of a certain subject

 If you ask for a proof, ask also to prove the opposite

 Use the same prompt on several LLMs and compare results

 When in doubt, always check with a reputable resource

47

You are responsible for data generated by genAI
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Prompt template example

 Role Definition

 Define the role of the AI clearly

 Context:

 Provide any necessary background information or context

 Input Data:

 Specify the data or information the AI should use

 Upload your own data

 Instructions:

 Give clear and specific instructions on what you want the AI to do

 Constraints

 Mention any constraints like length/bulletpoint, format, or style

 Other

 Multi-shot prompting (if applicable)

 Chain of thought
48
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Prompt example 1

 Role Definition

 You are an AI assistant that provides critical reviews of scientific research papers

 Context:

 The following text is a research paper on the effects of microplastics on marine life

 Input Data:

 [Insert of upload your own data]

 Instructions:

 Critically review the research paper, focusing on the methodology, data analysis, and conclusions. 
Highlight any strengths and weaknesses, and suggest areas for improvement.

 Constraints

 The analysis should have 10 points. Use formal language.

 Other (optional)

 Multi-shot prompting: example of a good review

 Chain of thought: provide a step by step analysis for each point

49
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Prompt example 2

 Role Definition

 You are an expert in Python data visualization with extensive experience in scientific plotting.

 Context:

 I'm a researcher in climate science working with temperature time series data.

 Input Data:

 No input data

 Instructions:

 Create a comprehensive visualization of global temperature anomalies over the past century 

 Constraints

 Use matplotlib library. Data should be between 1924 and 2024. Should be publication-ready 

quality. The code to reproduce the plots should be given as a jupyter notebook

50
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Exercise

Consider (an already published conference paper or document related to your 

work)

 Upload the results and discussion section to ChatGPT and prompt one of the 

following:

 I am a

 research scientist in … 

 technician using …. device

 IT support working with …

 Administrative assistant in charge of …

 please summarize the following document as accurately as possible with an emphasis on the 

quantitative and qualitative aspects presented in the document.

 Rate the summary

51
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Exercise
Consider (an already published conference paper or document related to your 

work)

 Upload the results and discussion section to ChatGPT and prompt one of the 

following:

 Act as a scientific reviewer for a journal paper. Go through the key sections to assess its 

quality, structure, methodology, and scientific contribution. Provide an assessment of quality of 

the paper

 Act as a manager and provide feedback on the following document provided by a 

 administrative assistant

 technician

 IT support

 Asses the clarity, organization, completeness, technical content (if applicable) and spelling

 Rate the review

52
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Accessing LLMs

 Through their respective 

website

 On lmarena.ai

 select desired model

 On huggingface.co/chat

 select desired open access 

model

 On NVidia 

 https://build.nvidia.com/explore/

discover

 select desired open access 

model

53

https://build.nvidia.com/explore/discover
https://build.nvidia.com/explore/discover
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Customizing LLM preferences - ChatGPT

 Custom instructions from 

https://help.openai.com/:

• How formal or casual 

should ChatGPT be?

• How long or short should 

responses generally be?

• How do you want to be 

addressed?

• Should ChatGPT have 

opinions on topics or 

remain neutral?

54
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Customizing LLM preferences - ChatGPT

55
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Customizing LLM preferences - Claude

 Click on your username (bottom left corner) and then settings. Enable artifacts.

56
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Customizing LLM preferences - Claude

 Click on the chose style button.

57
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Customizing LLM preferences - Claude

 Click on your username (bottom left corner) and then enable feature preview tools

 Built-in Code Sandbox enables Claude to perform complex calculations, data 

analysis, and iterative testing

58
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Gemini – custom features

 Click on settings, then saved info

59
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Gemini – custom features

 Click on apps, then enable which apps you want to give access to

60
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Grok – custom features

 Click on your account, settings, customize

61
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Grok – custom features

 Click on your account, settings, data

62
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Deepseek and data privacy

63

https://cdn.deepseek.com/policies/en-US/deepseek-privacy-policy.html
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Reasoning models

 uses Chain-of-Thought reasoning to break problems into multiple intermediate steps

 self-corrects and refines responses before finalizing an answer in an iterative 

manner

 reduces logical errors compared to traditional generative transformer models

 increasing CoT tokens improves accuracy but requires more compute (FLOPs & 

memory)

 o1-Pro variant spends significantly more compute per response for high-confidence 

results

 longer response time but higher accuracy, ideal for finance, legal, and medical 

applications

64
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Julius.ai

 AI data analyst tool for visualizing and analyzing complex data in seconds

 ChatGPT or Claude based

 Capabilities

 chat with your data

 create visual representations and animations

 build classification or forecasting models and run them

65
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Example: Julius.ai

 Iris dataset consists of 3 different types of irises’ (Setosa, Versicolour, and 

Virginica) petal and sepal length and width

 Prompt: using the iris dataset build a model that classifies the data in 3 classes

 Answer: The model has been successfully trained on the Iris dataset, achieving 

an accuracy of 1.0, indicating perfect classification on the test set. The 

classification report provides detailed metrics for each class, including precision, 

recall, and F1-score.

66
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Example: Julius.ai

67
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Some parameters of LLMs

 Temperature:

 Controls the randomness of the model’s output

 Lower values (e.g., 0.2) make the output more focused and deterministic (more predictable answers)

 Higher values (e.g., 1.0 or above) make the model more creative and diverse in its responses

 Top-k Sampling:

 This parameter limits the number of possible next tokens to the top k tokens with the highest probabilities

 A lower k reduces randomness by restricting choices to the most likely tokens

 Top-p (Nucleus) Sampling:

 Instead of limiting by a fixed number (like top-k), top-p sampling restricts the model to choosing from the most probable tokens whose cumulative probability 
is greater than p

 p = 0.7 means the model will sample from the smallest group of tokens whose total probability is at least 70%, leading to more controlled output

 Presence Penalty:

 Adjusts the model's likelihood of discussing new topics. A higher presence penalty encourages the model to introduce new concepts into the conversation 
instead of repeating itself

 Frequency Penalty:

 Controls how much the model penalizes repeated tokens. A higher frequency penalty discourages the model from generating repeated words or phrases

 Max Tokens (Length of Output):

 This sets the maximum length of the generated response. It can limit the model’s output to avoid excessively long answers



Library for the Research Institutes within the ETH Domain: Eawag, Empa, PSI & WSL

ChatGPT parameter tuning example

 Only possible via API, Playground (requires subscription)

 can directly control parameters such as 

 temperature, 

 top-k, 

 top-p

 max_tokens

 Example json API Request:

 {  "model": "gpt-4",  "prompt": "Tell me a creative story about a robot",  

"max_tokens": 100,  "temperature": 0.8,  "top_k": 50, "n": 1}
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ChatGPT parameter tuning example

 Or via third parties (e.g. huggingface spaces)
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Notebook LM

 designed to help users summarize, understand, and synthesize information from 

multiple documents

 bases its answers on the documents you provide

 developed by Google, uses Gemini LLM

Key Features:

 Document Summarization

 Chat with Sources

 FAQ Suggestions

 Source Grounding
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Notebook LM - Privacy

https://support.google.com/notebooklm/ - Accessed on 22.10.2024

https://support.google.com/notebooklm/
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Notebook LM

Prompt:

What is the discrete wavelet transform?

Gemini 1.5
Notebook LM
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Exercise

 Go to https://notebooklm.google.com/

 Upload one of your (already published) papers

Or

 A document that you want to analyze

 perform 2 queries for what information you want to find out

 E.g. What method was used to solve the problem?

 What was the accuracy?

 What were the limitations?

 check the accuracy of the answers

 check the accuracy of the source (page, paragraph)

https://notebooklm.google.com/
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Exercise

 Use ChatGPT for the same task as before

 Upload one of your (already published) papers

Or

 A document that you want to analyze

 perform 2 queries for what information you want to find out

 E.g. What method was used to solve the problem?

 What was the accuracy?

 What were the limitations?

 check the accuracy of the answers
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ChatGPT and other Generative AI models

 Pros:

 Reformulations (e.g. for clarification)

 Review / ideas to improve certain section

 Helping with coding

 Code translations

 Basic implementations

 Quick data handling

 Help with literature review

 Cons

 Output might not be correct

 Privacy/copyright concerns
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Conclusion
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Conclusion

 Modern AI tools can be powerful and productivity increasing

 Chose the right tool for the right task

 Keep up to date – new tools are emerging fast

 the best tool today might not be the best tool tomorrow 

 Take data privacy in account before uploading your data to an AI model

 Critically evaluate the answer of the AI model

 You are responsible for using the output generated by the AI models
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Thank you for your attention
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Please direct any (future) questions to

Dr. Corin Otesteanu
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